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Abstract. This paper addresses makespan optimal solving of cooperative path-finding problem (CPF) by translating it to propositional satisfiability (SAT). The task in CPF is to relocate a set of agents to given goal locations so that they do not collide with each other. Recent findings indicate that a simple direct encoding outperforms the more elaborate encodings based on binary encodings of multi-value state variables. The direct encoding is further improved by a hierarchical build-up that uses auxiliary variables to reduce its size in this work. The conducted experimental evaluation shown that the simple design of the encoding together with new improvements which reduced its size significantly are key enablers for faster solving of the encoded CPFs than with existing encodings. It has been also shown that the SAT based methods dominates over A* based methods in environments with high occupancy by agents.
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1 Introduction, Motivation, and Related Works

The problem of cooperative path-finding (CPF) [13, 18, 20, 24] represents an abstraction for variety of problems where the task is to relocate some physical agents, robots, or other objects so that they do not collide with each other. Each agent is given its initial position in a certain environment and its task is to reach a
given goal position. It is assumed that all the agents are the same (same size and velocity) and are controlled centrally.

The major difficulty in CPF comes from possible interactions among relocated agents, which is imposed by the requirement that they must not collide with each other. The more agents appear in the instance the more complex interaction arises and consequently the instance is harder to solve.

The commonly adopted way to abstract the CPF problem is to model the environment in which agents are moving as an undirected graph where agents are placed in its vertices. Edges in the graph model the topology of the original environment – that is, an edge connects two neighboring places so that one can be visited immediately from the other. Physical constraints are captured by the requirement that at most one agent is located in each vertex together with constraints that determine how agents can move. An agent can move into a neighboring vertex provided it is unoccupied at the time of commencing the move. No two agents can enter the same target vertex simultaneously. These constraints together ensure that at most one agent is placed in each vertex in the next time step. Other conditions on how motions of agents are enabled are possible but the mentioned one is one of the most frequently used.

The notion of makespan in this abstraction corresponds to the number of time steps needed to relocate all the agents (equivalently the makespan is the maximum number of moves needed by an agent to relocate itself to its goal location over the set of all the agents).

One of the very successful approaches to solve CPF optimally is to translate makespan bounded CPF instance to propositional formula and use modern SAT solvers to solve the resulting formula. The advantage of this approach is that all the techniques implemented in SAT solvers such as learning and constraint propagation are employed almost for free in CPF solving. The key research question here is how to encode CPF instance as propositional formula so that the resulting formula can be solved fast.

Lessons learned from the design of various encodings of CPF as propositional are utilized in the design of a new encoding, which is surprisingly simple and efficient. It has been found that there is a correlation between the size of the formula and the speed of its solving in the domain dependent case of CPF (this is correlation however does not appear generally as there exist small formulae that are hard to solve). At the same time formulae modeling CPF that support constraint propagation (unit propagation) were found to be solvable more easily. Constraint propagation can be enabled by short clauses when the formula is expressed in conjunctive normal form. Combining these aspects in the design of CPF encodings as SAT is an interesting challenge.

Some propositional encodings of CPF will be discussed. Two most prominent encodings are based on the all-different propagator known from constraint programming and on matchings in bipartite graphs, which is based on the finding that a valid movement of agents corresponds exactly to the series of matchings in the time-expanded graph of the CPF instance. All the suggested encodings are howev-
er still far from the theoretical lower bound on the size of the formula, which offers room for further research.

There are many motivations for introducing CPF. Classical multi-robot relocation problems where agents are represented by actual mobile robots can be viewed as CPF. Planning movements of units in real-time strategy games is another application [24]. Even data relocation in a network can be regarded a CPF (agent is represented by a data packet and spatial occupancy turns into storage occupancy).

The indifference between agents in terms of their properties allows abstraction where the environment is modeled as an undirected graph and agents as items placed in vertices of this graph [20, 24]. At most one agent is placed in each vertex. The time is discrete and the move is possible only into a currently unoccupied vertex while no other agent is allowed to enter the same target vertex.

Contemporary approaches to solving CPF include polynomial time sub-optimal algorithms [13, 25] as well as methods that generate optimal solutions in certain sense [21, 22]. This work focuses on generating makespan optimal solutions to CPF where the makespan is the maximum of arrive times over all the agents. Related makespan optimal methods for CPF currently include methods employing translation of CPF to propositional satisfiability (SAT) [22, 23], methods based on conflict resolution between paths for individual agents [19], and classical A* based methods equipped with powerful heuristics [21]. The first mentioned approach excels in relatively small environments with high density of agents while latter two approaches are better in large environments with few agents.

This work tries to contribute to SAT-based methods. It is inspired by our recent (unpublished) findings that quite complex and elaborate propositional encodings called INVERSE and ALL-DIFFERENT proposed in [22] and [23] can be easily outperformed by an encoding of a straightforward design. The direct encoding design is further simplified here by introducing auxiliary variables. The introduces simplifications reduced the size of the encoding significantly which in turn enabled faster solving of CPFs encoded using the proposed encoding. It is also shown how the SAT-based solving stands in comparison with A* based methods.

The organization of the paper is as follows. The CPF problem is introduced formally first. Then a theoretical study of sizes of CPF encodings is provided. A novel propositional encoding of CPF is described thereafter and its theoretical properties are summarized. Experimental evaluation in which existing encodings and the A* based method are compared with the novel encoding constitute the last part.

2 Cooperative Path Planning Formally

An arbitrary undirected graph can be used to model the environment where agents are moving. Let $G = (V,E)$ be such a graph where $V = \{v_1,v_2, \ldots, v_n\}$ is a finite set of vertices and $E \subseteq \binom{V}{2}$ is a set of edges. The placement of agents in the
environment is modeled by assigning them vertices of the graph. Let $A = \{a_1, a_2, \ldots, a_n\}$ be a finite set of agents. Then, an arrangement of agents in vertices of graph $G$ will be fully described by a location function $\alpha: A \rightarrow V$; the interpretation is that an agent $a \in A$ is located in a vertex $\alpha(a)$. At most one agent can be located in each vertex; that is $\alpha$ is uniquely invertible. A generalized inverse of $\alpha$ denoted as $\alpha^{-1}: V \rightarrow A \cup \{\perp\}$ will provide us an agent located in a given vertex or $\perp$ if the vertex is empty.

**Definition 1** (COOPERATIVE PATH FINDING). An instance of cooperative path-finding problem is a quadruple $\Sigma = [G = (V, E), A, \alpha_0, \alpha^+]$ where location functions $\alpha_0$ and $\alpha^+$ define the initial and the goal arrangement of a set of agents $A$ in $G$ respectively. □

The dynamicity of the model supposes a discrete time divided into time steps. An arrangement $\alpha_i$ at the $i$-th time step can be transformed by a transition action which instantaneously moves agents in the non-colliding way to form a new arrangement $\alpha_{i+1}$. The resulting arrangement $\alpha_{i+1}$ must satisfy the following validity conditions:

(i) $\forall a \in A$ either $\alpha_i(a) = \alpha_{i+1}(a)$ or $(\alpha_i(a), \alpha_{i+1}(a)) \in E$ holds (agents move along edges or not move at all),

(ii) $\forall a \in A$ $\alpha_i(a) \neq \alpha_{i+1}(a) \Rightarrow \alpha_i^{-1}(\alpha_{i+1}(a)) = \perp$ (agents move to vacant vertices only), and

(iii) $\forall a, b \in A$ $a \neq b \Rightarrow \alpha_i(a) \neq \alpha_{i+1}(b)$ (no two agents enter the same target/unique invertibility of resulting arrangement).

The task in cooperative path finding is to transform $\alpha_0$ using above valid transitions to $\alpha^+$. An illustration of CPF and its solution is depicted in Figure 1.

**Figure 1.** Cooperative path-finding (CPF) on a 4-connected grid. The task is to relocate three agents $a_1$, $a_2$, and $a_3$ to their goal vertices so that they do not collide with each other. A solution $\bar{\alpha}$ of makespan 4 is shown.

**Definition 2** (SOLUTION, MAKESPAN). A solution of a makespan $m$ to a cooperative path-finding instance $\Sigma = [G, A, \alpha_0, \alpha^+]$ is a sequence of arrangements $\bar{\alpha} = [\alpha_0, \alpha_1, \alpha_2, \ldots, \alpha_m]$ where $\alpha_m = \alpha^+$ and $\alpha_{i+1}$ is a result of valid transformation of $\alpha_i$ for every $i = 1, 2, \ldots, m - 1$. □
If it is a question whether there exists a solution of the makespan at most a given bound $\eta$ we are speaking about a bounded CPF (bCPF). It is known that bCPF is NP-complete and finding makespan optimal solution to CPF is NP-hard [15].

3 Theoretical Analysis of SAT Encodings of CPF

The goal is to build a propositional formula $F(\Sigma, \eta)$ for a given bCPF $\Sigma$ and a makespan bound $\eta$ so that $F(\Sigma, \eta)$ has a model (is satisfiable) if and only if $\Sigma$ has a solution of makespan $\eta$. A sequence of arrangements of agents $\alpha_0, \alpha_1, \alpha_2, \ldots, \alpha_\eta$ over the graph forming the solution should be readable from the model of $F(\Sigma, \eta)$.

The idea of *time expansion graph* [1, 12] is adopted to construct such formula.

If it is known how many propositional variables are needed to express sequence of consecutive arrangements of agents over the graph, then it can be seen how far from these bounds the suggested encoding is. Following propositions summarize estimations of the number of necessary propositional variables considering various approaches to express the arrangements. The presented estimations assume that almost every arrangement is possible at any time step.

Also, encodings need to be considered as sparse representations. Otherwise it would be possible to count the total number of distinct sequences of arrangements and take binary logarithm of this number as the estimation. Such an encoding is however impractical as it is hard to decode.

**Proposition 1 (Location-Estimation).** *Let $\eta$ be a makespan bound. Then $\eta \cdot \mu \cdot \lceil \log_2 n \rceil$ propositional variables are sufficient to express consecutive arrangements of agents up to the time step $\eta$. ■*

**Proof.** A technique of expressing a multi-value state variable using vectors of propositional variables that encode individual values as binary numbers will be used. There are $n$ possible states of an agent at every time – the agent can appear in any vertex of the input graph. To represent an $n$-state variable, $\lceil \log_2 n \rceil$ bits (propositional variables) are needed. Hence, we have $\eta \cdot \mu \cdot \lceil \log_2 n \rceil$ propositional variables in total to represent locations of all the agents (there are $\mu$ agents) at every time step. ■

**Proposition 2 (Inverse-Estimation).** *Consecutive arrangements of agents up to the time step $\eta$ can be expressed by $\left\lceil \frac{\eta}{2} \right\rceil \cdot n \cdot \lceil \log_2 \mu \rceil + \eta \cdot \mu$ propositional variables. ■*

**Proof.** Instead of expressing where each agent is located, the content of vertices will be recorded. The crucial observation is that at most $\lfloor \eta/2 \rfloor$ changes of agents can occur in a single vertex (an agent must leave the vertex after which another agent can enter the vertex – the change consumes 2 time-steps). Information what agent entered the vertex is again multi-value state variable with $\mu$ states. Hence, $\lceil \log_2 \mu \rceil$ bits are needed to record it. Altogether, $\left\lfloor \eta/2 \right\rfloor \cdot n \cdot \lceil \log_2 \mu \rceil$ bits are needed
to record possible changes for all the agents. Additional \( \eta \) bits per vertex indicate time-steps at which the change in the vertex occurred.

The INVERSE encoding [22] partially use the idea presented in the proof. However, the content of vertices is recorded for all the time-steps (not only for half of them as here). An interesting way to represent arrangements of agents at all the time-steps is to record changes between consecutive arrangements while only the initial arrangement is recorded completely.

**Proposition 3 (NEIGHBORHOOD-ESTIMATION).** Let \( \delta = \max_{v \in V} \deg(v) \) and let the initial arrangement \( a_0 \) be expressible using \( a \in \mathbb{N} \) propositional variables, then consecutive arrangements of agents up to the time step \( \eta \) can be expressed by \( a + \eta \cdot \mu \cdot \lceil \log_2(\delta + 1) \rceil \) propositional variables.

**Proof.** The idea is to record what move has been taken by each agent. Assume that neighbors of each vertex in \( G \) have a fixed order, then the move of an agent can be encoded as an order number of the neighbor into which it moved. Assuming that the degree (the number of edges incident with the given vertex) of all the vertices in \( G \) is at most \( \delta \), the move of an agent can be recorded by \( \lceil \log_2(\delta + 1) \rceil \) bits (an extra state is needed to represent the no move action). Altogether, \( \eta \cdot \mu \cdot \lceil \log_2(\delta + 1) \rceil \) bits are sufficient to record moves of all the agents at all the time steps.

The estimation gives good results in sparse graphs since each vertex has few neighbors in such a case. This property is partially used in the INVERSE encoding again. However, the estimation may degenerate up to the location-based estimation if the graph is highly connected.

Note that up to now two of three options of how to regard the 3-dimensional space of vertices, agents, and time-steps have been discussed. It remains to show an estimation in which we ask at what time-steps a given agent appears in given vertex. As a single agent may enter a vertex multiple times, the simple scheme in which multi-value state variable representing the third dimension is indexed by remaining two dimensions can no longer be used. Little of the structural properties of the CPF problem can be used in the estimation.

The next visit to the vertex can be separated by at least 4 time steps.
**Proposition 4 (Time-Based Estimation).** Consecutive arrangements of agents in an optimal solution up to the time step $\eta$ can be expressed by $\left\lceil \frac{\eta}{4} \right\rceil n \cdot \mu \cdot \lceil \log_2 \eta \rceil$ propositional variables.

**Proof.** The most important observation is that at least 4 time steps are allowed to elapse before an agent returns into a given vertex in a makespan optimal solution. Step 1 is for leaving the vertex, steps 2, 3 are for entering and leaving by the other agent, and step 4 is for returning to the vertex – the situation is illustrated in Figure 2. If the agent returns earlier, then the movement can be eliminated from the solution without compromising its optimality or correctness. Hence, a single agent can visit the given vertex at most $\left\lfloor \frac{\eta}{4} \right\rfloor$ times. Expressing the time step, at which the visit occurs, needs $\lceil \log_2 \eta \rceil$ bits. All these information are recorded for every vertex and every agent, which in total gives $\left\lfloor \frac{\eta}{4} \right\rfloor n \cdot \mu \cdot \lceil \log_2 \eta \rceil$ bits.

Other measures and characteristics than the size of the encoding are difficult to be captured as the dependence of behavior of SAT solvers on the structure of the formula is too complex.

### 4 A Simplification of Simple SAT Encoding

Let us recall a so called DIRECT encoding of bCPF $\Sigma = \{G = (V, E), A, \alpha_0, \alpha_+\}$ with makespan bound $\eta$ where $V = \{v_1, v_2, ..., v_n\}$ and $A = \{a_1, a_2, ..., a_\mu\}$ with $n, \mu \in \mathbb{N}$. The DIRECT encoding is part of our unpublished work. As discussed in the previous section, arrangements of agents over the graphs at all the time steps from 1 to $\mu$ will be represented. The encoding will use a propositional variable for each vertex, agent, and a time step which will be assigned $TRUE$, if and only if the given agent appears in a given vertex at given time step.

Unlike representations of arrangements using binary encoding of multi-value state variable, this encoding has a propositional variable for every state. Although more propositional variables are needed to encode arrangements, we expect that the benefit of better Boolean constraint propagation outweighs the larger size of the encoding. The suggested encoding will be called DIRECT and is formally introduced in the following definition.

**Definition 3 (DIRECT Encoding).** A DIRECT encoding of a given bCPF $\Sigma = \{G = (V, E), A, \alpha_0, \alpha_+\}$ with makespan bound $\eta$ consists of propositional variables $X^i_{j,k}$ for every $i = 0, 1, ..., \eta$, $j = 0, 1, ..., n$, $k = 0, 1, ..., \mu$. The interpretation is that $X^i_{j,k}$ is assigned $TRUE$ if and only if $a_k$ appears in $v_j$ at time step $i$. The following constraints modeling validity conditions on consecutive arrangements are introduced:

\[
\begin{align*}
\land_{j=1}^\eta \neg X^i_{j,k} \lor \neg X^i_{j,k} & \quad \text{for every } i \in \{0, 1, ..., \eta\}, \\
\lor_{j=1}^\eta X^i_{j,k} & \quad \text{for } k \in \{1, 2, ..., \mu\}.
\end{align*}
\]

(an agent is placed in exactly one vertex at each time step)
(b) \( \bigwedge_{h=1}^{\mu} \bigwedge_{k<h} \neg x_{j,k}^i \lor \neg x_{j,h}^i \) for every \( i \in \{0,1,\ldots,\eta\} \), \( j \in \{1,2,\ldots,n\} \) (at most one agent is placed in each vertex at each time step)

(c) \( x_{j,k}^i \Rightarrow x_{j,k}^{i+1} \lor \bigvee_{(v_j,v_j') \in E} x_{k,k'}^{i+1} \) for every \( i \in \{0,1,\ldots,\eta-1\} \), \( x_{j,k}^{i+1} \Rightarrow x_{j,k}^i \lor \bigvee_{(v_j,v_j') \in E} x_{k,k'}^i \) if \( j \in \{1,2,\ldots,n\} \) and \( k \in \{1,2,\ldots,\mu\} \) (an agent relocates to some of its neighbors or makes no move)

(d) \( x_{j,k}^i \land x_{j,k}^{i+1} \Rightarrow \bigwedge_{h=1}^{\mu} \neg x_{j,h}^i \land \bigwedge_{h=1}^{\mu} \neg x_{j,h}^{i+1} \) for every \( i \in \{0,1,\ldots,\eta-1\} \), \( j,l \in \{1,2,\ldots,n\} \) such that \( (v_j,v_l) \in E \) and \( k \in \{1,2,\ldots,\mu\} \) (target vertex of a move must be vacant and the source vertex will be vacant after the move is performed). □

Observe that all the constraints are now written as clauses (disjunctions of literals, where literal is a variable or its negation) or can be easily rewritten as clauses. Thus, a conjunctive normal form (CNF) [5] can be easily obtained from Definition 3. The resulting formula modeling existence of solution of given bCPF \( \Sigma \) with makespan bound \( \eta \) in the CNF form will be denoted as \( F_{\text{DIR}}(\Sigma, \eta) \).

The \textsc{Direct} encoding has a significant drawback, which is its size. Particularly (d) constraints produce too many clauses – (d) constraints stand for 2 \( \cdot \eta \cdot |E| \cdot |A| \) ternary clauses. Using auxiliary variables, the number can be reduced to 2 \( \cdot \eta \cdot |E| \).

The \textsc{Direct} encoding can be improved in another way as well. Constraints (a) can be eliminated without compromising equisatisfiability of bCPF \( \Sigma \) with \( \eta \) and \( F_{\text{DIR}}(\Sigma, \eta) \). Omitting (a) constraints may cause that a single agent appears multiple times in the graph. Nevertheless, populating a single only makes it harder to find a solution thus does not matter if occurs. The same can be done with the second implication in (c) constraints. Again, it does not compromise equisatisfiability if it is omitted. The absence of constraints may cause appearance of an agent from nothing at a certain time step. Nevertheless, the first implication propagates all the agents towards the last time steps. Hence, extra-appeared agents just only make it harder to find a solution. Note that omitted constraints are not entailed by the rest at the logical level. The equisatisfiability after omitting mentioned constraints need to be seen at the abstract level of the solution existence in bCPF. The resulting encoding will be called \textsc{Simplified} and is formally introduced in the following definition.

\textbf{Definition 4 (Simplified Encoding).} A \textsc{Simplified} encoding of a given bCPF \( \Sigma = (G = (V,E), A, a_0, a_\mu) \) with makespan bound \( \eta \) consists of propositional variables \( x_{j,k}^i \) and \( e_j^i \) (auxiliary for macros) for every \( i = 0,1,\ldots,\eta \), \( j = 0,1,\ldots,n \), \( k = 0,1,\ldots,\mu \). The interpretation is that \( x_{j,k}^i \) is assigned \( \text{TRUE} \) if and only if \( a_k \) appears in \( v_j \) at time step \( i \) and \( e_j^i \) is \( \text{TRUE} \) if and only if \( v_j \) is vacant at time step \( i \). The following constraints modeling validity conditions on consecutive arrangements are introduced:
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\[ \Lambda^k_{i,j} \land \neg \chi_{i,j}^l \land \neg \chi_{j,i}^l \quad \text{for every } i \in \{0, 1, \ldots, \eta\}, \]
\[ \text{and } j \in \{1, 2, \ldots, n\} \]
\[ \text{(at most one agent is placed in each vertex at each time step)} \]

\[ \chi_{i,k}^l \Rightarrow \chi_{i,k}^{l+1} \lor \bigvee_{i \in \{1, 2, \ldots, n\}} \chi_{j,k}^{l+1} \quad \text{for every } i \in \{0, 1, \ldots, \eta - 1\}, j \in \{1, 2, \ldots, n\}, \text{ and } k \in \{1, 2, \ldots, \mu\} \]
\[ \text{(an agent relocates to some of its neighbors or makes no move)} \]

\[ \chi_{i,j}^l \land \chi_{i,j}^{l+1} \Rightarrow \varepsilon_{i,j}^l \land \varepsilon_{i,j}^{l+1} \quad \text{for every } i \in \{0, 1, \ldots, \eta - 1\}, j, l \in \{1, 2, \ldots, n\}, \text{ such that } \{v_j, v_l\} \in E \text{ and } k \in \{1, 2, \ldots, \mu\} \]
\[ \text{(target vertex of a move must be vacant and the source vertex will be vacant after the move is performed)} \]

\[ \varepsilon_{i,j}^l \Rightarrow \Lambda_{i,j} \land \chi_{i,j}^l \quad \text{for every } i \in \{0, 1, \ldots, \eta\}, j \in \{1, 2, \ldots, n\} \]
\[ \text{(empty vertex macro connected through auxiliary variable).} \]

Let us summarize basic properties of the proposed SIMPLIFIED encoding. The fact that the encoding does what is designed for is summarized in the following proposition. Further, a discussion is devoted to the size of the encoding.

**Proposition 5 (ENCODING SOUNDNESS).** Let \( \Sigma = [G, A, \alpha_0, \alpha_+] \) be a bCPF and \( \eta \) a makespan bound, then \( F_{\text{DIR}}(\Sigma, \eta) \) as well as \( F_{\text{SIM}}(\Sigma, \eta) \) is satisfiable if and only if \( \Sigma \) has a solution of makespan \( \eta \). Moreover, the solution of \( \Sigma \) can be reconstructed from the model of \( F_{\text{DIR}}(\Sigma, \eta) \) or from \( F_{\text{SIM}}(\Sigma, \eta) \).

The proof is omitted for space limitations. Nevertheless, note that the second part of the proposition is important to be stated as it is possible to establish equisatisfiability between a propositional formula and \( \Sigma \) even for trivial cases of the formula from which a solution of \( \Sigma \) cannot be reconstructed.

**Proposition 6 (ENCODING SIZE).** Let \( \Sigma = [G = (V, E), A, \alpha_0, \alpha_+] \), where with a bound \( \eta \) be an instance of bCPF. The DIRECT encoding \( F_{\text{DIR}}(\Sigma, \eta) \) requires
\[ (\eta + 1) \cdot |A| \cdot |V| \]
\[ (\eta + 1) \cdot \left( \frac{|V|}{2} \cdot (|A| + 1) + \left( \frac{|A|}{2} \cdot |V| \right) + \eta \cdot |V| \cdot |V| + 2 \cdot |E| \right) \]

propositional variables and clauses respectively.

The SIMPLIFIED encoding \( F_{\text{SIM}}(\Sigma, \eta) \) requires
\[ (\eta + 1) \cdot (|A| + 1) \cdot |V| \]
(\eta + 1) \cdot \left( |V| \cdot |A| + \binom{|A|}{2} \cdot |V| \right) + \eta \cdot |A| \cdot (|V| + 2 \cdot |E|)

propositional variables and clauses respectively. ■

Proof. Let us investigate the DIRECT encoding first. The number of propositional variables can immediately be seen from the scope of indexes. The number of clauses appearing in (4), (5), and (6) can be calculated as a product of the size of index scopes. Clauses in (7) will develop into $2 \cdot |A|$ ternary clauses. An analogical calculation can be done for the SIMPLIFIED encoding. ■

Note that most of clauses in the DIRECT encoding are binary or ternary which supports good performance of Boolean constraint propagation (unit propagation [5]). The same holds for the SIMPLIFIED encoding.

Asymptotically, the number of variables is $O(\eta \cdot |V| \cdot |A|)$ and the number of clauses is $O(\eta \cdot |V|^2 \cdot |A|)$ in the DIRECT encoding. If this is compared with the INVERSE encoding [22] where the number of variables is reported to be $O(\eta \cdot |V|^2 \cdot \log_2 |A|)$ and the number of clauses $O(\eta \cdot |V|^2 \cdot \log_2 |A|)$ and with the ALL-DIFFERENT encoding [23] where the number of variables is $O(\eta \cdot \log_2 |V| \cdot |A|)$ and the number of clauses is $O(\eta \cdot \log_2 |V| \cdot |V|^2)$, then the size of the DIRECT encoding is larger approximately by the factor of $O\left(\frac{|A|}{\log_2 |A|}\right)$ or $O\left(\frac{|V|}{\log_2 |V|}\right)$ respectively (note that $|A|$ is dominated by $|V|$). However, the size of clauses is much smaller in case of DIRECT encoding.

The asymptotic number of variables is $O(\eta \cdot |V| \cdot |A|)$ and the number of clauses is $O(\eta \cdot |A| \cdot \max\{|V| \cdot |A|, |E|\})$ in the SIMPLIFIED encoding. Although factor $\max\{|V| \cdot |A|, |E|\}$ in the number of clauses may be up to $|V|^2$, it is smaller in typical CPF instances. Hence in theory, $F_{SIM}(\Sigma, \eta)$ will be smaller than $F_{DIR}(\Sigma, \eta)$ typically.

5 SAT-Based Optimal CPF Solving

The suggested SIMPLIFIED encoding is intended for makespan optimal CPF solving. As it is possible to solve bCPF with given makespan bound $\eta$ by translating it to SAT, an optimal makespan and corresponding solution can be obtained using multiple queries to a SAT solver with encoded bCPF. Various strategies exist for getting the optimal makespan. The simplest one and very efficient one at the same time is to try sequentially makespan bounds $\eta = 1, 2, \ldots$ until $\eta$ equal to the optimal makespan is encountered. This strategy will be further referred as sequential increasing. The sequential increasing strategy is also used in domain independent planners such as SATPLAN [12], SASE [11] and others. Pseudo-code of the strategy is listed as Algorithm 1.

The focus here is on SAT encoding while querying strategies are out of scope of the paper; though let us mention that in depth study of querying strategies is given in [17]. There is a great potential in querying strategies as they can bring speedup...
of planning process in orders of magnitude, especially when combined with parallel processing.

Any complete SAT solver [5] may be used as the external module of the suggested optimal CPF solving algorithm. Notice however that a CPF solver following the framework of Algorithm 1 is incomplete. If the given CPF instance Σ has no solution then the algorithm runs infinitely. The treatment of incompleteness is easy. The solvability of Σ can be checked by some of sub-optimal polynomial time solving algorithms such as that suggested in [13] or by PUSH-AND-ROTATE [25] (which corrects the previous algorithm [14]) before optimal SAT solving is started. The speed of the solving process is not compromised by solving the instance sub-optimally first since the runtime of solving encoded bCPFs by a SAT solver significantly dominates in the overall runtime.

Algorithm 1. SAT based optimal CPF solving.

\begin{algorithm}
\textbf{input}: a CPF instance Σ
\textbf{output}: a pair consisting of the optimal makespan and corresponding optimal solution

\textbf{function} \text{Find\textunderscore Optimal\textunderscore Solution\textunderscore Sequentially}(Σ = (G, A, a_0, a^*)):: pair
\begin{algorithmic}
  \STATE η ← 1 
  \FORALL{}
  \STATE \Gamma(Σ, η) ← \text{Encode\textunderscore CPF\textunderscore as\textunderscore SAT}(Σ, η)
  \STATE \text{if} \text{Solve\textunderscore SAT}(\Gamma(Σ, η)) \text{then}
  \STATE s ← \text{Extract\textunderscore Solution\textunderscore from\textunderscore Valuation}(F(Σ, η))
  \STATE return (η, s)
  \STATE η ← η + 1
\ENDFOR
\STATE return (∞, $\emptyset$)
\end{algorithmic}
\end{algorithm}

6 Experimental Evaluation

The proposed SIMPLIFIED encoding has been competitively evaluated with respect to other existing two propositional encodings of bCPF called INVERSE [22] and ALL\textunderscore DIFFERENT [23] and with respect to the unpublished DIRECT encoding. Various static characteristics of encodings such as its size and runtime behavior, when the encoding is built-in to the SAT-based optimal CPF solving, were compared. The SAT-based solving with all the encodings has been compared with another state-of-the-art method developed around A* algorithm called OD+ID [21]. The comparison with OD+ID interestingly extends results shown in [22, 23] where SAT-based CPF solving was compared with domain independent SAT-based planners SASE [11] and SATPLAN [12] only.

The experimental setup employs random CPF instances over 4-connected grids with randomly placed obstacles. This is a standard benchmark for evaluating CPF solving methods suggested in [20]. Although it is not very general, it provides easy comparison with results in existing literature. Initial locations and goals of agents were distributed randomly over the grid. Grids of sizes 6×6, 8×8, and
12×12 were used in experiments; 10% were occupied by obstacles. All CPF the instances in the evaluation were solvable.

All the encodings were further augmented with reachability heuristic as proposed in [23]. That is, locations that are unreachable from the initial position or from the goal in the given number of time steps are forbidden and associated constraints (clauses) are omitted. This heuristic significantly reduces the size of all the encodings and speeds up the solving process.

Glucose version 3.0 [1] SAT solver has been used in the experimental evaluation. According to the 2013 SAT Competition [3] Glucose is one of few top SAT solvers in terms of performance in solving hard combinatorial problems. As CPF can be regarded as a combinatorial problem, this choice of SAT solver is justified.

Let us also briefly summarize properties of all the encodings and A* based method used in competitive comparison. The IVERSE encoding is build around the inverse location function, which is used to represent arrangements of agents. The primary motivation is to keep the encoding as small as possible, hence it uses multi-value state variables encoded by bit vectors, which eliminates additional constraints. However, no attention is paid to Boolean constraint propagation. Relatively long clauses appear in the encoding.

The ALL-DIFFERENT encoding on the other hand uses standard location function to represent arrangements of agents. Again, locations are modeled as bit-vectors. The main idea is to express the requirement that each agent must occupy a unique location by the all-different relation over bit vectors [4]. Note that no propagator based on network flows, as it is known in constraint programming [16], is used here. Boolean constraint propagation is considered at the level of the all-different relation, which is designed in that sense [4]. However, the encoding of the all-different relation grows as quadratically which makes the encoding complicated for higher number of agents.

OD+ID is a search method. It is always trying to separate agents into groups for which shortest paths to their goals can be found independently on other agents. The best case occurs if each agent is in its own group. That is, the cooperative solution consists of shortest paths between initial positions and goals of agents. The worst case is on the other hand if all the agents are considered as a single group. If agents become too interdependent in the densely occupied environment, the performance of the method considerably degrades.

All the source codes used to conduct experiments are posted on website to allow full reproducibility of presented results: [http://ktiml.mff.cuni.cz/~surynek/research/cjs2014](http://ktiml.mff.cuni.cz/~surynek/research/cjs2014).

Static Evaluation of Encodings

There are several static characteristics of propositional formulae in CNF that are correlated with performance of their solving by most SAT solvers. Obviously, the size of the formula in terms of the number of variables and the number of clauses determines the time needed to find a solution significantly. Typically the larger the
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How the formula is constrained determines the difficulty of its solving as well. It is known that in random 3-SAT case (clauses has exactly three literals) the most difficult formulae have the ratio of the number of clauses to the number of variables around 4.24 [5] which is called a phase transition. Formulae that are over-constrained (tend to be unsatisfiable) or under-constrained (tend to be satisfiable), that is, have the clause to variable ratio far from the phase transition can be solved easily in most cases. Hence, encodings producing such formulae are preferred. Another important characteristic is the length of clauses while short clauses are preferred. This is implied by the Boolean constraint propagation represented by the unit propagation [5], which always assigns to the last unassigned literal in a clause during search. Short clauses promote frequent use of unit propagation, which significantly speeds up the process of solving the formula [6].

Table 1. Static characteristics of encodings over 8x8 grid. INVERSE, ALL-DIFFERENT, DIRECT, SIMPLIFIED and encodings – all with compiled distance heuristics [23] – are compared. bCPF instances are generated over the 4-connected grid of size 8x8 with 10% of cells occupied by obstacles. Makespan bound η is always 16. The number of variables and clauses, the ratio of the number of clauses and the number of variables, and the average clause length are listed for different sizes of the of agents A. The DIRECT encoding is biggest in terms of the length of formula but has smallest clauses in average and is most constrained out of all the encodings, which suggests good behavior in Boolean constraint propagation (unit propagation) and pushes the formula far from the phase transition. The SIMPLIFIED encoding inherited a promising clause to variable ratio and short clauses from the DIRECT encoding.

Note that preferences in the mentioned characteristics are sometimes contradictory. We want the formula to be small, hence the number of clauses should be small, but over-constraining by many clauses is desirable at the same time. Therefore, discussed preferences should not be considered literally – also because the considered behavior of SAT solvers appears in most cases but does not appear absolutely. They are rather a simple guidance that was kept in mind when an encoding is designed.

Static characteristics of the SIMPLIFIED encoding are compared with other three propositional encodings – INVERSE, ALL-DIFFERENT, and DIRECT – in Table 1. A 4-connected grid of size 8x8 various numbers of agents is shown. The winner according to discussed preferences in each characteristic is shown in bold (results...
over $6 \times 6$ and $12 \times 12$ indicate same conclusions and thus are omitted for space limitations).

It can be observed that the smallest encoding in terms of the number of variables and clauses is the INVERSE one while the biggest one is the DIRECT encoding with ALL-DIFFERENT and SIMPLIFIED encodings standing in the middle. This aspect seems to be disadvantageous for the proposed DIRECT encoding. However in terms of the clause to variable ratio and the size of clauses, the DIRECT encoding seems to be the best followed by the SIMPLIFIED one as they have highest number of shortest clauses. Whether these static advantages prevail over disadvantages of encodings, must be evaluated in runtime experiments.

**Runtime Evaluation of Encodings**

The speed of SAT-based optimal CPF solving with the three discussed encodings has been evaluated. Again, 4-connected grids of various sizes were used in experiments. The runtime needed for finding an optimal solution has been measured for the number of agents ranging from 1 up to the number for which at least one method solves all the instances (the increasing number of agents makes the CPF instance more difficult). The timeout of 256 seconds has been used. For each number of agents, 10 random instances of bCPF have been generated and solved. All the testing instances were solvable. The average runtime and makespan is reported.

Evaluation of SAT-based CPF solving would be incomplete if it is not compared with other state-of-the-art solving methods. Therefore A*-based method OD+ID [17] is included into competitive comparison.

Runtime results are shown in Figure 3. Also average optimal makespans are shown for the sake of completeness. Results for the $8 \times 8$ grid indicate that SAT-based solving with the SIMPLIFIED encoding is the best option if the occupancy of the graph with agents is non-trivial, that is $> 10\%$. Almost identical results can be observed in case of $6 \times 6$ and $12 \times 12$ grids.

The DIRECT encodings follows the SIMPLIFIED one in term of solving speed. It outperforms remaining two encodings INVERSE and ALL-DIFFERENT if the occupancy of the graph with agents exceeds approximately $30\%$. The closest competitor to presented encodings seems to the ALL-DIFFERENT encoding which is a better option for less occupied graphs.

In very sparsely occupied graphs, OD+ID method is the best as lot of independence among agents can be found. However, OD+ID degrades dramatically if there is higher concentration of agents in the graph since agents become more interdependent and independence heuristics no longer work.

The INVERSE encoding was always the worst option out of all the tested methods. We consider that the reason for its weak performance is that relatively long clauses appear in it. On the other hand, short clauses of the DIRECT encoding and

---

2 All the runtime measurements were done on an experimental server with the 4-core CPU Xeon 2.0GHz and 12GB RAM under Linux kernel 3.5.0-48.
their abundance promoting unit propagation are the main reasons for the good performance of this encoding. We observed that solving of formulae of the DIRECT encoding by the SAT solver is relatively fast while large portion of the time is consumed by generating the formula (the formula is generated into file, which is subsequently read by the SAT solver). Hence, there is still room to increase the speed of SAT-based solving if the solving process is better engineered.

![Runtime grid 8x8 10% obstacles](image)

<table>
<thead>
<tr>
<th>Grid 8x8</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>12</td>
<td>16</td>
<td>20</td>
</tr>
<tr>
<td>Makespan</td>
<td>6.4</td>
<td>6.1</td>
<td>8.1</td>
<td>10.5</td>
<td>9.8</td>
<td>11.0</td>
<td>11.9</td>
</tr>
</tbody>
</table>

Figure 3. Runtime of SAT-based CPF solving – grid 8x8. Glucose 3.0 is used as an external solver in SAT-based solving. For each number of agents, 10 random instances were solved and the average runtime is reported. The SIMPLIFIED encoding can be solved the fastest for the occupancy with agents greater than 10%. The SIMPLIFIED and the DIRECT encoding are the only encodings for which all the instances have been solved in a given timeout of 256 seconds. Note that the DIRECT encoding becomes faster than the INVERSE and ALL-DIFFERENT encodings when the occupancy exceeds 30%. The average optimal makespan for selected numbers of agents is shown in the table in the bottom (again it is the average makespan out of makespans of 10 instances). Note that OD+ID is fastest for sparsely populated graphs but its increases runtime quickly with higher number of agents.

**Discussion, Conclusions, and Future Works**

A new propositional encoding of the makespan bounded cooperative path-finding problem (bCPF) has been proposed. The idea of the work was to simplify further our unpublished encoding whose design was very simple with no elaborate technique behind. The next goal was to check how simple encodings stand with respect to existing relatively elaborate encodings for the problem. The new encoding has been called SIMPLIFIED as it simplifies our previous encoding called DIRECT.

The SIMPLIFIED encoding has been used within the SAT-based framework for solving CPF (unbounded version) optimally. The comparison of SIMPLIFIED and DIRECT encodings with existing two encodings INVERSE [22] and ALL-DIFFERENT [23] as well as with A* search based method OD+ID [21] on random CPF instanc-
es over 4-connected grids has been done and showed surprising results. The DIRECT encoding despite its relatively naive design performed better than the ALL-DIFFERENT encoding on instances with occupancy by agents > 30% and almost always better than the INVERSE encoding. The SIMPLIFIED encoding was even better and it prevailed over all the other encodings in case with occupancy higher than approximately 10%.

Generally, the SAT-based approach turned out to be better whatever encoding has been used than the A* based OD+ID whenever occupancy with agents has been higher than trivial. This can be explained by the fact that OD+ID’s heuristic cannot detect independence among agents in cases with high occupancy. Note also that this method can be regarded as all-in-one while in the SAT-based approach the SAT solver itself is an external module. It is quite unrealistic to implement equivalent number of propagation, learning, and heuristic techniques in the all-in-one solution as they are in SAT solvers. Through an encoding of the problem in the SAT formalism, we can access all these elaborate techniques almost for free. We hope that lessons learned from the design of encodings for CPF can be applied in other areas as well.

It would be interesting to study models of CPF also in other formalisms than SAT. The promising candidate seems to be constraint satisfaction problem (CSP) [7] where global constraints can be used. Integer programming (IP) model are also worth studying. Recently an attempt to model the problem in the answer set programming (ASP) formalism has been made [9]. Also, it seems that existing encodings are still far from theoretically smallest possible sizes. Hence, we see an opportunity in further reductions of the size of SAT encodings.

Another interesting question is if finding makespan sub-optimal solution can be modeled as SAT. It is known that sub-optimal methods such as [13, 25] generate solutions that have excessively long makespans. Their shortening is a difficult process as shown in [22]. The optional way may be to propose a SAT encoding that prefers sub-optimal solution of short makespans.

We are also investigating the possibility of automated generation of encodings. Our first examination of the problem of finding an encoding automatically indicates that it belongs to NC class. Hence, the encoding can be theoretically found by a QBF solver. The open question is if this process is practically feasible.
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